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ABSTRACT 
Research promotion enables researchers to share advanced knowl-
edge with pertinent academic communities. The question-and-
answer (QA) style articles are efective for researchers to promote 
their research by enabling readers to understand research on com-
plex subjects. Recent advances in large language models (LLMs) 
have opened avenues for supporting researchers in creating QA-
style articles for research promotion. However, without the au-
thors’ involvement, these models may only partially capture the 
researcher’s intention and voice. We developed AQUA, a research 
probe that enables researchers to co-create QA-style articles with 
LLMs to promote their research papers. A user study (n=12) reveals 
that LLMs reduced authors’ burden and helped them understand 
the readers’ perspectives. Nevertheless, LLMs failed to capture the 
unique intent of the authors, and their automated generation dis-
couraged authors from carefully revising their answers. Based on 
our fndings, we discuss human-LLM interaction design to enable 
authors to create QA-style articles that refect their intention. 
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1 INTRODUCTION 
Research promotion is crucial for researchers in communicating 
advanced knowledge with communities with similar academic in-
terests. It is also important to disseminate research fndings across 
a spectrum of audiences beyond the confnes of specifc academic 
felds the research is based on for fostering interdisciplinary collab-
oration and driving innovation in science [24, 30, 69, 74] and for 
enhancing the visibility of researchers and establishing researcher 
identities as experts [1, 12, 25]. However, writing for research pro-
motion targeting a wide range of audiences is challenging as efec-
tive promotional content entails both scientifc writing techniques 
to deliver scientifc knowledge found from research and creative 
writing techniques to translate highly specialized information into 
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a digestible narrative, attract readers, and draw them into the nar-
rative [25]. 

Writing promotional content in a question-and-answer (QA) 
style can be a viable solution. In education, teaching and learning 
through asking and answering questions is considered an efective 
pedagogical approach, especially for complex subjects [2, 27, 55, 73]. 
Similarly, research papers, which deliver complex ideas, beneft 
from the QA-style promotion; questions unpack an intricate con-
cept and act as a roadmap to building the necessary elements of 
knowledge for readers to comprehend the paper’s scientifc fndings. 
Many science podcasts, pre-recorded interviews with experts, exem-
plify this approach [e.g., 44, 54, 57]. Hosts ask questions one by one 
to understand research fndings on behalf of a broad audience with 
insufcient expert knowledge. Even in research papers, authors 
include frequently asked questions (FAQs) to provide additional 
support for readers to understand their research [e.g., 15, 67]. 

Recent advances in large language models (LLMs) have opened 
up opportunities to further support researchers with writing. Prior 
research has shown LLMs can reduce writers’ cognitive load and 
brainstorming ideas by generating drafts for both scientifc writ-
ing [e.g., 23, 28] and argumentative writing [77]. Nevertheless, 
fully automating draft generation without involving writers is less 
likely to fulfll writers’ intentions [41, 43]. Therefore, incorporat-
ing human engagement throughout the writing process is consid-
ered the key design imperative to produce desired writing out-
comes [14, 16, 59, 77]. The present study explores how researchers 
interact with LLMs in writing QA-style articles, focusing on re-
searchers’ behavioral engagement in the writing process, their 
perceptions of LLMs’ writing support, and the interplay between 
the two. 

We developed Authors’ Question-and-Answers (AQUA), a re-
search probe that enables researchers to co-create QA-style articles 
with LLMs to promote their research papers. AQUA recommends 
diferent types of questions—general, personalized, and follow-up 
questions—and drafts answers for users, and users build a narra-
tive in a QA-style article by selecting and ordering these question-
and-answer pairs as building blocks. Using AQUA as a probe, the 
present study aims to understand interactions between users and 
LLMs in the co-creation process and derive design implications for 
human-AI co-creation systems. The contributions of our paper are 
as follows: 

• A probe study to examine how researchers write QA-style 
articles with LLMs for promoting research papers. 

• Findings of our probe study on how the authors interacted 
with and perceived LLM-powered features of AQUA. 

• Design implications for human-LLM interaction in co-
creating QA-style articles for research promotion. 

2 RELATED WORK 

2.1 Benefts of Question-and-Answer (QA) Style 
Promotion 

Asking questions and answering them has long been an efective 
way of attaining knowledge. Theoretically, questions stimulate cu-
riosity as well as high-order thinking, such as critical thinking [73]. 
Finding answers to a series of questions allows learners to connect 
ideas and discover new ideas. For example, the Socratic method is a 

pedagogical approach still being incorporated at diferent levels of 
education [50]. It originated from the Greek philosopher Socrates, 
who taught his pupils with continuous questions. A more mod-
ern pedagogical approach that highly values QAs is inquiry-based 
learning [2]. It posits that students can best learn when they engage 
with learning materials (e.g., textbooks, experiments) to answer an 
interesting question (e.g., fnding references and collecting evidence 
to answer the questions) [27]. While teachers are the ones who 
ask questions using the Socratic method, inquiry-based learning 
emphasizes students’ agency in developing their own questions. 
Despite the diference, both approaches indicate that the QA style 
mirrors a knowledge acquisition process. 

In addition to efective knowledge acquisition, the QA style can 
bring joy to the learning process as QAs can be arranged to de-
velop a well-written story. Media shows examples of the QA-style 
information delivery with a narrative [e.g., 42, 63]. For example, 
podcasts and talk shows, in which hosts invite guests and interview 
them, fundamentally consist of QAs, delivering information center-
ing around a topic. Similarly, in written texts, an interview-based 
article is a standard media piece frequently appearing in magazines. 
Interview-based articles are also composed of QAs, typically recon-
structed after interviewing a person of interest. Media studies have 
underlined the success of media depends on that narrative, stress-
ing the importance of storytelling to keep audiences’ attention and 
deliver intended information successfully [8]. 

In sum, the QA-style promotion of a research paper can be an 
efective format for delivering information as it refects human 
learning process. This format can also engage readers with a narra-
tive like a talk show if a series of QA pairs are well structured. 

2.2 Supporting QA Generation and Its 
Applications 

In the NLP literature, researchers have tackled tasks regarding gen-
erating questions (i.e., Question Generation) and answering ques-
tions (i.e., Question Answering) [7, 32, 60]. Question Generation is a 
task to make a valid question that is relevant to the provided con-
text, such as documents of a specifc domain. Question Answering 
is a task to generate correct answers, which is often accompanied 
by extracting relevant pieces of information from given documents. 
Recently, pre-trained language models, including LLMs like GPT-
4 [47], have made technical breakthroughs in the aforementioned 
tasks, but the remaining key issue is aligning models with humans’ 
values and needs [38, 68]. 

In HCI research, advanced NLP techniques have been actively 
explored on AI-embedded support tools for knowledge acquisi-
tion [e.g., 5, 13, 34, 41, 61, 66, 71]. Pre-trained language models are 
high-performing yet accessible to non-experts in NLP; by providing 
a specifc input (i.e., a prompt), non-experts in NLP can generate 
quality output tailored to their needs specifed in the prompt [37]. 
This technique of guiding the model with prompts–prompting or 
prompt engineering– enables designing a nuanced, sophisticated 
tool that empowers users who may not attain the wanted knowl-
edge without the tool [6, 18]. For instance, Paper Plain proposed 
a feature that generates key questions for a medical research pa-
per to help novices comprehend the content of the paper with-
out having heavy medical knowledge beforehand [5]. In addition, 
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LLM-mediated knowledge acquisition applications have become 
increasingly prevalent [20, 51, 58]; they support researchers in lit-
erature research such as writing paper summaries and answering 
questions about research papers, enabling more active, scalable 
research communication. 

Importantly, fnding a balance between utilizing advanced tech-
niques and inviting humans as part of knowledge generation is 
critical for designing a successful system that produces desired 
outcomes. Prior research suggests that human interventions are es-
sential to produce high-quality, context-relevant system output. For 
example, a previous study designed ReadingQuizMaker, a system to 
support teachers in creating quiz questions for students and com-
pared questions generated solely by a language model and those that 
were collaboratively crafted with teachers. The model-generated 
questions turned out to be logical but unsuitable for stimulating 
learning, indicating that teachers’ role in the system was essential 
to create efective questions for educational purposes [41]. Similarly, 
other studies have found that human-in-the-loop editing is nec-
essary for targeted writing in context, such as writing screenplay 
scripts that tell a coherent story with well-developed characters 
and scenes [43]. 

In sum, advances in NLP techniques provide exciting opportu-
nities to augment human intellectual activities (e.g., reading and 
writing). Nevertheless, humans still need to get involved in the 
activity for successful outcomes, which remains a design challenge 
for AI-embedded support tools. 

2.3 Human-AI Co-Creation Systems 
Human-AI co-creation systems can be defned as systems in which 
both humans and AI take part in making an end product (e.g., 
artifacts, drawings, writings). Admittedly, although the systems 
could be labeled diferently in a more fne-grained manner (e.g., 
support tools, partners) depending on the leading/supporting role 
of the system (e.g., humans predominantly lead, AI leads vs. both 
contribute equally) and the level of engagement of each party (e.g., 
AI makes comments on humans’ work, humans audit AI’s work 
vs. humans and AI collaboratively work), this review focuses on 
the design implications learned from previous work regardless of 
labels. 

Research on human-AI co-creation systems have been actively 
conducted in a wide range of creative tasks for design [29], illus-
trations [9, 62, 65], music composition [40], dancing [64], draw-
ing [19, 33, 46], storytelling [14, 16, 43, 45, 48, 59], and writ-
ing [4, 17, 23, 28, 39, 52, 77]. As these creative tasks are characterized 
as complex and cognitively demanding to humans, AI in the human-
AI co-creation systems is designed to facilitate the work process 
and inspire humans with ideas by taking on arduous work for hu-
mans (e.g., searching evidential information for writing [52, 77] and 
providing various alternatives [28, 43]) and suggesting potential 
next steps (e.g., proposing a next scene/line of the story [16, 45, 59] 
and listing potential writing directions [52]). When using these 
systems, for example, for writing tasks, users engage with the writ-
ing activity longer, experience reduced mental load, and become 
more productive, which they would not have done otherwise with-
out the systems [39, 48, 59, 77]. Particularly, previous research has 

supported writing for research communication, using NLP-based 
analysis to inform efective storytelling for specifc audiences [4]. 

Since the introduction of generative AIs, in most human-AI 
co-creation systems, AI has typically produced work under the 
supervision of users. For example, users describe what image they 
want to draw, and then AI draws it for users [e.g., 9], or users provide 
the purpose of writing, and then AI generates pieces of or the whole 
writing for users to revise and fnalize [e.g., 77]. Interaction design 
for such systems is central to communicating user intent with AI 
so that AI delivers what users expect and better assists users during 
tasks. Previous studies have used diferent strategies, but they have 
in common that the system design breaks a complex task into 
smaller sub-tasks and supports a non-linear and iterative workfow. 
For example, VISAR [77] scafolds argument writing by guiding 
users to set goals in order, setting a scope of context, selecting 
keywords, selecting discussion points, outlining, and then revising 
a generated draft. Users can go back and forth between the steps to 
fnalize the draft. 

In sum, human-AI co-creation systems fourish in inspiring users 
with fresh ideas and carrying out laborious work for users in cre-
ative tasks, especially after generative AI techniques have become 
available. Interaction design to communicate user intent with AI is 
the key to producing end products successfully. 

3 FORMATIVE STUDY 
We conducted a formative interview study to understand re-
searchers’ common practices and challenges in promoting their 
work and identify opportunities for LLMs to co-create promo-
tional content with researchers as proposed in the previous stud-
ies [4, 39, 41]. We recruited early-stage researchers who have led and 
published their research (authors from now on). As these authors 
are supposedly more eager to promote their research than more se-
nior and established researchers, interviewing them would produce 
insights for designing a human-AI co-creation system that facil-
itates writing promotional content for their research. Consistent 
with prior studies [4, 39, 41], participants perceived creating pro-
motional content as daunting and arduous; therefore, they shared 
a positive view of receiving support from LLMs. We derived three 
design requirements based on the key fndings. Our system should 
help authors (1) understand the perspectives of readers, (2) con-
struct concise yet informative QAs with a narrative, and (3) speak 
for researcher identities. The details of the formative study are as 
follows. 

3.1 Method 
We conducted a semi-structured interview with nine graduate stu-
dents (four females and fve males; one master’s student and eight 
doctoral students). Participants were recruited through an online 
community afliated with a large research institute in South Korea. 
All participants are early career researchers with 2-10 years of re-
search experience, have published research articles in AI/ML and 
HCI domains, and have promoted their published articles on so-
cial media like Twitter. Participants were individually interviewed 
via Zoom for 40 to 60 minutes. They were asked about (1) their 
experience of promoting their published research papers on social 
media platforms such as Twitter, (2) their views on presenting their 
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research in a QA format, and (3) the opportunities and challenges 
of using the QA format to introduce their work. Three of the au-
thors analyzed interview data using Atlas.ti [3], refning emerging 
themes iteratively until they reached a consensus. 

3.2 Results 
3.2.1 DR1: Understanding Perspectives of Readers. All participants 
highlighted that promoting their articles in the QA style provides 
unique opportunities to see their work from the readers’ perspec-
tive. Since the authors are too familiar with their own work, they 
cannot fathom which parts readers will fnd most interesting or 
what depth of content they should include. Writing a list of QAs 
challenges authors with questions, such as what questions would 
readers ask? and how detailed should the answers be? These ques-
tions allow authors to gain an understanding of the interests and 
knowledge of readers. “Because I work on ML applications for molec-
ular structures of drugs, I talk to doctors and pharmacists a lot. Most 
of them don’t have ML backgrounds. I wonder what they’d want to 
know about my research and how much I should go into detail about 
ML. (P2)” Participants agreed that understanding readers’ perspec-
tives is critical to designing the right questions and curating their 
answers to enhance readers’ understanding, including whether 
supplementary examples are needed or jargon is preferred. 

Participants also raised concerns about specifying target read-
ers and their interests in advance. They discussed the unspecifed 
nature of readers online, such that social media services are typi-
cally open to anyone; thus, they shared the importance of taking 
multiple perspectives when crafting QAs to cover a broad range 
of readers. However, this strategy could be challenging. “It will be 
great if people other than researchers read my Twitter posts on my 
research. But, I am not sure how much more information is needed 
for novices to make sense of my research. (P1)” Moreover, there is 
a limited chance to learn about readers because of readers’ reluc-
tance to ask questions online asynchronously. Participants wish 
they could actively communicate with readers about their research 
work on social media, like Twitter, but they fnd people rarely leave 
comments on their research posts or send them direct messages. “If 
you’re sitting right next to the author during a conference, you can 
ask any question you like, even the most basic. But people don’t ask 
questions on Twitter or any other online channel because they don’t 
know if the authors are available. (P5)” 

3.2.2 DR2: Constructing Concise yet Informative QAs with a Narra-
tive. Participants considered readability the most important factor 
for promotional content to attract readers’ attention. They defne 
highly readable promotional content as short writing that is easy to 
comprehend. Indeed, all participants mentioned an internet slang 
word, Too Long; Didn’t Read (TL;DR), emphasizing that most readers 
prefer a short summary to a long, detailed post. Participants re-
ported that potentially, because of this negative sentiment against 
reading long texts, most promotional posts on social media these 
days tend to notify that a research article has been published, at-
taching a link to the article. However, merely making promotional 
content short is insufcient for pitching a research article; for exam-
ple, “efective promotional content at least describes how their research 
was done, what the fndings were, and what arguments authors make. 
(P6)” Other participants (P1, P3, P4, P7) also expressed frustration 

that most promotional posts on social media platforms (e.g., Twit-
ter posts) and abstracts of research articles often fail to engage 
readers despite their short length as they are written presumably 
as part of common research practice without considering readers’ 
interests deliberately. While participants agreed that presenting 
research articles using QAs would trigger readers’ curiosity, they 
were concerned that simply listing QAs in a random order may not 
improve readability. They suggested that QAs should be presented 
cohesively as if they tell a well-written story. 

Importantly, participants underscored the order of organizing 
QAs in providing a narrative of research work. As a research article 
is typically structured in a certain manner, such as starting from 
introduction, literature reviews, experiments, and results to discus-
sion sections, formatting promotional content following the same 
order may not draw readers’ attention. P8 mentioned, “If QAs fow 
like a research paper, they may look boring. Authors need to craft 
QAs in a more interesting way. Perhaps showing the study highlights 
frst can interest readers and lead them to continue reading QAs.” P3 
suggested, “You may start with easy questions and then move on to 
difcult ones for those who become more interested in your research.” 
While all participants were aware that ordering QAs is critical for 
engaging readers in their research work, they found scafolding is 
necessary to assist authors in creating QAs in an engaging order. In 
fact, they mentioned the very frst QA is important as it can serve 
as a hook to a story, but simultaneously, they struggled to develop 
one for their research article. 

3.2.3 DR3: Speaking for Researcher Identities. Participants ex-
pressed a desire to grow in their research careers by promoting 
research articles. They hoped their promotional content would con-
nect them with fellow researchers inside and outside their research 
domain and ignite discussions on the promoted research article (P1, 
P3, P5, P7). This way, authors can receive constructive feedback on 
their research, which will help them further develop their research 
(P1, P2, P3, P5). In addition, they would reveal tacit knowledge, such 
as behind-the-scene information or lessons learned from the study 
that did not appear in the paper. P3 mentioned, “Researchers in my 
feldwork with young patients, especially children with cancers. It is 
tricky to recruit study participants for various reasons like ethical 
and legal issues, not to mention persuading parents. Running studies 
with children itself is also challenging. Children have a relatively 
less attention span, and so on. (...) I believe sharing such information 
is helpful for fellow researchers in similar domains. Unfortunately, 
research articles cannot aford this information. It seems necessary to 
have an additional channel instead. (P3)” 

They further envisioned using the QA-style promotional content 
to solidify their identity as researchers. Most participants expected 
to build a presence within the research community by connecting 
with other researchers who have similar research interests (P1, P2, 
P5, P7). P1 mentioned, “By promoting my research article, I would 
like to share my research interests and future plans.” The promo-
tional content they suggested can hint to readers about the authors’ 
research interest as well as their future research direction, which 
ideally leads to future opportunities, such as collaborative research 
projects and job positions. Their needs also expand to branding 
them as researchers. For example, P5 said, “I am advertising my 
research fndings. So, some researchers may approach me right after 
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for potential collaboration [after reading my QAs], which is great. 
But in the long term, I hope the readers have a good impression of me 
that I am an expert on X and have successfully fnished a project. And 
hopefully, they fnd me for collaborative research projects or job ofers 
even after I leave my current program. (P5)” 

4 AQUA 
Based on the design requirements, we developed AQUA, a co-
creation system for researchers to write QA-style articles with 
LLMs to promote their research papers. AQUA was designed as a 
research probe for the purpose of understanding how users interact 
and perceive LLMs in co-creating QA-style articles [26]. 

We defne key terms as follows. Firstly, a QA pair is a question 
and its corresponding answer. It is a basic building block of a story. 
We envision delivering a story by presenting QA pairs in a particular 
order. Secondly, a QA-style article refers to a one-pager that lists a 
series of QA pairs regarding a research paper. It is noteworthy that a 
QA-style article is concerned with only one research paper specifed 
by its author(s). This one-pager can be shared as a URL. Lastly, 
authors are researchers who authored a published academic paper. 
They create QA-style articles for their research papers using AQUA. 
Authors may have more than one QA-style article. As authors are 
our target users, we use users and authors interchangeably in the 
remainder of our paper. 

4.1 System Overview 
To create a QA-style article, users select a research paper they 
published and start creating QA pairs in the editing space, called 
the QA Editing Space (Fig 1a). Users can either write questions by 
themselves or select one from recommendations. When users add a 
question, a corresponding answer is generated automatically. They 
can modify the automated answer. Users can create as many QA 
pairs as they want in the QA Editing Space, and they select QA 
pairs that will be displayed in the QA-style article. They can also 
change the order of QA pairs. 

We utilize two LLMs to generate question recommendations and 
answers. For question recommendations, GPT-4 by OpenAI [47] 
was used. The details of prompt engineering are described in the 
Features Leveraging LLMs section. For answer recommendations, we 
used the Flan-T5-3B model [15] in the setup proposed in QASA [35], 
which demonstrates high accuracy in question answering in science 
domains. AQUA’s interface is built using React, an open-source 
front-end JavaScript-based library. QA pairs in the QA Editing 
Space and those selected for the QA-style article were saved in the 
Google Firebase database [22]. All user interactions (e.g., button 
clicks for question recommendations) are logged onto the database. 

4.2 Key Features Leveraging LLMs 
4.2.1 Qestion Recommendations. Users can request recommen-
dations for potential questions. AQUA recommends three types of 
questions: (1) general questions, (2) personalized questions, and 
(3) follow-up questions. These three types of recommendations 
were designed to meet the design requirements (DRs) driven by the 
formative study. The details of each type, including its function, 
interaction design, and targeted DRs, are described below. 

(1) General question recommendation suggests questions 
that probe into the content of a research paper, focusing 
on delivering essential pieces of information for readers to 
understand the research paper. General questions are ask-
ing about research motivation, research topic, methodology, 
results, and applications. Interaction design: As shown in 
(Fig. 2), users can get fve general questions by clicking on 
the “General Questions” button. They can add questions by 
clicking on “Add+” displayed next to each question. Users 
can decide not to select any of the fve and receive a new 
set of recommendations by clicking the “General Questions” 
button again. DRs: These questions simulate questions read-
ers may ask in order to understand the paper; therefore, they 
provide users with a rethink about their own papers from 
the perspective of readers (DR1: Understanding perspectives 
of readers). By giving multiple questions at a time and letting 
users choose which one to add in any order they like, users 
are expected to experiment with developing a narrative that 
suits presenting their paper (DR2: Constructing concise yet 
informative QAs with a narrative). 

(2) Personalized question recommendation suggests ques-
tions specifc to users based on their research backgrounds, 
such as published research papers other than the one that 
is currently being promoted or the subject of the QA-style 
article. Unlike general questions that stick to the paper con-
tent itself, personalized questions ask about researcher-side 
stories, such as their motivation for research, future research 
plans, and trial-and-error during the research project. In-
teraction design: Users follow the same procedure as they 
would for general question recommendations except that the 
button is “Personalized Question” (Fig. 2). DRs: personalized 
questions lead to sharing something important that may not 
necessarily be included in the paper but can be heard only 
by the author, which we aim to address (DR3: Speaking for 
Research Identities) 

(3) Follow-up question recommendation suggests questions 
based on an already created QA pair. Follow-up questions 
arise in several cases in natural settings. Readers realize they 
lack information to fully understand the answer in the QA 
pair, so they ask about the information. Readers may develop 
the discussion after reading the answer by asking for fur-
ther information. Interaction design: Users receive three 
follow-up question candidates by clicking on the “Recom-
mend Follow-up Questions” button, which is located on the 
bottom of a QA card (Fig. 3). They can regenerate them by 
clicking on the same button. They can select one question 
by clicking on the question, which will create a new QA 
card. DRs: The process of selecting follow-up questions con-
tributes to developing a narrative (DR2: constructing concise 
yet informative QAs with narrative) by taking the perspec-
tives of potential readers (DR1: understanding perspectives 
of readers). For example, only after reading a QA pair about 
study outcomes might users fnd that the assumptions of the 
study need to be explained to readers unfamiliar with the 
research topic so that the readers can understand the study 
outcomes. 
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Figure 1: Main interface of AQUA provides “QA Editing Space (A)” for users to create and edit each “QA Card (B),” which 
is a visual representation of a QA pair. Users can edit questions and answers and set the visibility of QA Cards. Users can 
create a QA card by entering a question in “Question Input Box (C)”. AQUA ofers “Question Recommendation (E),” which 
comprises “General Questions (E-1),” “Follow-up Questions (E-2),” and “Personalized Questions (E-3).” Users can have their 
answers recommended by clicking the “Regenerate Answer (F).” It also allows users to prompt question recommendations 
features (“Additional Prompt (G)”). Users can click on the “Preview Button (D)” to overview their QA-style articles as shown to 
readers. 

4.2.2 Customized Prompt Engineering. If users are unsatisfed with 
the recommended questions overall, they can provide additional 
prompts about what they would expect from question recommenda-
tions (e.g., tone, primary focus). Users open up “Additional Prompt,” 
which pops up and asks for text input (Fig. 4). This feature allows 
users to conduct prompt engineering directly to guide underlying 
LLMs in AQUA. AQUA will recommend questions refecting the 
updated LLMs. We intend to give more control to users in generat-
ing questions so that they can explore diverse narratives and build 
one they like (DR2: constructing concise yet informative QAs with 
narrative). 

4.2.3 Answer Recommendations. AQUA drafts an answer to the 
question added by users. Once users add a question, an answer 
is generated and shown immediately. Answers are generated pri-
marily on the research paper. Therefore, they may provide no in-
formation for questions whose answers cannot be found directly 

from the paper. Users can regenerate a new answer by clicking on 
the “Regenerate Answer” button at the bottom right corner of the 
QA card (Fig. 1f). Although the generated answers are not long, 
typically less than fve sentences, users can make them shorter. 
Also, they can fx incorrect information, which comes from halluci-
nated text results generated by LLMs (DR2: constructing concise 
yet informative QAs with narrative). 

4.3 Prompt Design for Question 
Recommendations Features 

In this section, we describe how we design prompts, which are text 
inputs to guide LLMs to generate expected outputs, for our question 
recommendation features. 

As illustrated in Fig. 5, all three question types share the same 
fundamental prompt to generate questions in a coherent context 
and tone. In the fundamental prompt, we specifed a persona and a 
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Figure 2: AQUA presents question recommendation features at the top of the user interface. Depending on the button the user 
clicks, the system provides fve questions that are either general (a) or personalized (b). Both examples were excerpted from 
P12’s experiment. 

Figure 3: AQUA suggests potential follow-up questions for each QA pair. When users click on the “Recommend Follow-up 
Questions” button located at the bottom of each QA card, the system displays three follow-up questions under the QA card. 
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Figure 4: AQUA provides a collapsible UI where users can 
add a prompt to question recommendations. 

research paper; we set up a podcast host who interviews research 
paper authors as the persona. Also, we provided the title and ab-
stract of the research paper. We chose not to provide the entire 
paper since we observed it yielded questions that were too complex 
for frst-time readers. 

In addition to the shared fundamental prompt, we added addi-
tional prompts catering to the types of questions. The details of 
prompt designs are as follows. 

4.3.1 Prompting general questions. We referenced interview-based 
research podcasts where a host interviewed scholars on their re-
search. Two authors of this paper randomly selected 20 episodes of 
Microsoft research podcasts [53] released over the past two years 
and analyzed the scripts together to identify themes that frequently 
appeared when scholars explained their research papers. The fve 
most frequent themes were motivation, background, experimental 
details, results, and future work. We added descriptions of these fve 
themes to guide LLMs in creating questions covering them. If users 
have additional requirements (see Customized Prompt Engineering), 
they are added to the end of the current prompt. 

4.3.2 Prompting personalized questions. Additional information 
other than the selected research paper is necessary to include in 
order to enrich personalized questions. We added users’ research 
backgrounds, such as research agendas and topics. We used Seman-
tic Scholar [56], a web application that manages and summarizes 
scholarly work, to retrieve users’ past publications. The authors’ 
research background information was made out of past publications 
and added to the prompt.1 Similar to prompting general questions, 
users’ additional requirements are added to the end of the prompt 
if there are any. 

4.3.3 Prompting follow-up questions. We included the QA pair in 
the prompt to allow LLMs to recommend follow-up questions for 
that pair. Then, we added a request in the prompt to recommend 
three follow-up questions that could follow that QA pair. 

1In our user study, we asked participants to share their Semantic Scholar author page 
URL before the study. Then, we used ChatGPT to write a short research background 
by referring to the publication list on Semantic Scholar. 

Lim et al. 

Participant 

ID 
Age Gender Current Status Field 

P1 28 F Ph.D AI/ML 

P2 23 M Undergraduate AI/ML 

P3 29 F Ph.D AI/ML 

P4 20 M Undergraduate AI/ML 

P5 27 F Master HCI 
P6 27 M Ph.D AI/ML 

P7 25 F Master AI/ML 

P8 30 M Ph.D AI/ML 

P9 28 M Ph.D AI/ML 

P10 24 M Ph.D AI/ML 

P11 28 M Ph.D AI/ML 

P12 24 M Ph.D AI/ML 

Table 1: Demographic information of study participants. 

5 USER STUDY 
Our study was designed to explore how authors interact with and 
perceive the LLM-powered features of AQUA in creating QA-style 
articles. Instead of conducting a comparative study to evaluate each 
of the system components, we conducted a single user study to 
closely observe authors’ interactions with AQUA, thereby gaining a 
more in-depth understanding of the interactions between humans 
and LLMs. This study was approved by the university’s institutional 
review board (IRB). 

5.1 Participant Recruitment 
A total of 12 participants were recruited from research communities 
associated with universities in South Korea, excluding those who 
took part in the formative study. All participants were early-career 
researchers who had papers published in AI/ML and HCI domains as 
the frst author and had experience promoting their papers through 
social media platforms. Their demographic details are presented in 
Table 1. Each participant received $40 as compensation for their 
participation. 

5.2 Procedure 
Before the study, participants received pre-study guidelines, which 
included instructions to create a Semantic Scholar account and 
select one of their published papers on which they would write 
a QA-style article. At the beginning of the study, we explained 
the study’s purpose to the participants and provided a detailed 
walkthrough of AQUA’s features. As the main task of the study, 
participants created a QA-style article following three instructions: 
(1) Create a polished QA-style article that they could share online 
to promote their work; (2) Choose the number of QA pairs that 
can best present their papers in a sensible length; (3) Take as much 
time as they need. After completing the main task, participants 
self-evaluated their QA-style articles on a 7-point scale regarding 
readability, conciseness, clarity, attractiveness, coverage, depth, and 
uniqueness, which are commonly assessed qualities of writing [11]. 
Lastly, participants had a 40-minute semi-structured interview dur-
ing which they elaborated on their QA-style article and shared their 
experience of using AQUA. 
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Figure 5: Each question creation function operates based on the fundamental prompt. General Question (a) is a prompt created 
based on podcast script analysis and recommends general questions needed for users to introduce the paper. Personalized 
Question (b) recommends a personalized question to the researcher based on the researcher’s background. Follow-up Question 
(c) recommends a question that may follow the QA pair. 

5.3 Analysis 
We analyzed four types of data: QA-style articles, authors’ self-
evaluation of articles, log data, and interview data. Firstly, we con-
ducted a descriptive statistical analysis of the QA-style articles 
created by participants. To further understand the content of arti-
cles, we classifed QA pairs based on an existing question taxonomy 
proposed for academic writing context, which consists of categories 
including opinion, result, system, application, method, and aim [36]. 
We only classifed the QA pairs that authors chose to include in the 
fnal version of the articles. Two authors independently classifed 
and then reached a consensus on the fnal classifcation through iter-
ative discussions. Additionally, we analyzed authors’ self-evaluation 
of writing qualities to understand how they perceived the QA-style 
articles they created using AQUA. 

Next, we analyzed users’ log data for the LLM-powered features. 
For question recommendation features, we obtained (1) the fre-
quency of clicks on each of the three QA recommendation buttons, 
(2) the number of recommended questions accepted by users, and 
(3) the number of recommended questions that were put on the 
fnal QA article. For the answer recommendation feature, we inves-
tigated the number of QA pairs whose answers were revised. Then, 
we categorized the types of revisions made by participants. We also 
obtained the number of times additional prompts were provided by 
users. 

Lastly, we qualitatively analyzed the interview data using the-
matic analysis [10]. The frst author initially open-coded the inter-
view transcripts and observational notes using Altas.ti [3], iterating 
several times. The entire research team then discussed and identifed 
patterns and themes through multiple rounds of group meetings. 

6 FINDINGS 

6.1 Descriptive Summary of AQUA Usage 
6.1.1 QA-style Articles. Our 12 participants created 13 QA-style 
articles for one of their papers through AQUA.2 The average time 

2P6 created QA-style articles for two papers, resulting in a total of 13 articles. This 
was driven by his curiosity about how AQUA would handle questions and answers for 
a simpler paper, as the frst paper he chose was complex with many experiments. 

spent writing an article was 40.3 minutes (SD = 11.50, Max = 57.8 
minutes, Min = 35.0 minutes). A QA-style article contained an 
average of 6.85 QA pairs (SD = 7.16) ranging from 3 to 15 pairs (Fig. 
6c). The average length of the questions was 14.97 words (SD = 
6.40), and the average length of the answers was 54.72 words (SD 
= 22.58). Examples of QA-style articles written by participants are 
provided in Appendix A. 

The classifcation of the questions sheds light on authors’ strate-
gies for presenting research articles by showing what type of con-
tent they select for promoting their research (See Table 2). The most 
frequently appearing category of questions was “System” (22.47%), 
which mainly included questions related to the principles of the 
system and distinctions from existing systems. The least common 
category was “Opinion” (11.24%), which mainly included questions 
about the authors’ subjective opinions or claims. Some questions 
did not ft well in the taxonomy, and they were mostly written 
about summaries of papers or background knowledge. 

We also wanted to comprehend how participants evaluate their 
QA-style articles, so we asked them to rate their articles according 
to seven writing qualities (Fig. 7). The highest ratings were for 
readability (M = 5.92, SD = 0.51) and clarity (M = 5.50, SD =1.00), 
while the lowest were for uniqueness (M = 2.75, SD = 1.36) and 
depth (M = 3.83, SD = 1.64). 

6.1.2 The Usage of Key Features. 

Question Recommendations. On average, participants used 
question recommendation features 11.5 times (SD = 10.40), and 
they received 48.30 recommended questions (SD = 42.20) (Fig. 6a). 
Approximately 22% of the recommended questions (M = 10.60, SD 
= 8.41 questions) were added to the QA Editing Space (Fig. 6b). 
Finally, approximately 40% of the added questions (M = 4.23, SD = 
4.88 questions) were selected for the fnal QA-style articles (Fig. 6c). 

The breakdown of usage by question type is presented in Table 3. 
Participants most frequently used the general question recommen-
dation. They added 6.31 general questions (SD = 2.78) to the QA 
Editing Space and included 3.00 of these questions (SD = 2.94) in 
their QA-style articles. Conversely, participants added only 1.46 
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Figure 6: The numbers of recommended questions (a), added questions (b), and fnally selected questions (c) for each participant. 
The usage of AQUA’s question recommendation features varied by participant. 

Category Count Example Questions 

Opinion 10 
What is the implication of this paper for GNN practitioners? (Generated by Author, P6) 
Could you discuss the existing shortcomings in traditional trafc prediction models that led to your research? 
(Generated by General Question, P9) 

Result 12 

How much has AltUB improved the performance of anomaly detection models? (Generated by Author, P4) 
Your framework was tested on MNIST and CelebA datasets, what were these experimental fndings or observa-
tions? (Generated by General Question, P7) 

System 20 
How does MED-SE work? (Generated by Author, P2) 
How does SuperGAT’s ability to distinguish improves representation particularly when faced with a noisy 
graph? (Generated by Follow-up Question, P6) 

Application 13 

What could be the potential applications of this research for both NLP and Political felds? (Generated by Author, 
P3) 
What are potential future research directions opened by introducing human activities into trafc pattern 
analysis? (Generated by General Question, P9) 

Method 12 
Can you describe the method proposed by the authors? (Generated by Author, P10) 
Can you explain the experimental setup that TAST tested? (Generated by Author, P11) 

Aim 13 

What is the main contribution of AltUB? (Generated by Author, P4) 
Could you explain further about how the ’Complexity-Gap Score’ proposes its unique implications for fnding 
’irregular or mislabeled’ data instances? (Generated by Personalized Question, P12) 

Other 9 
Summarize this paper in 50 words! (Generated by Author, P1) 
Could you provide some background on normalizing fow and its signifcance in unsupervised anomaly 
detection? (Generated by Author, P4) 

Table 2: The questions in the QA-style articles created by the user are categorized according to a taxonomy of questions. 

personalized questions (SD = 2.22) to the QA Editing Space and 
accepted 0.38 of these questions (SD = 0.87). Only three partici-
pants (P5, P6, P12) included the personalized questions in QA-style 
articles. Additionally, participants added 2.84 follow-up questions 
(SD = 3.41) to the QA Editing Space, and accepted 0.85 of these 
questions (SD = 1.07), with only fve participants(P3, P5, P6, P9, and 
P11) accepted the follow-up questions. 

Participants added 6.54 questions (SD = 5.92) by themselves. No-
tably, P1 and P10 each added more than 16 questions directly, while 
P5 and P12 did not add any questions themselves (See Fig. 6(b)). 
Participants included 2.61 of these questions (SD = 2.28) in QA-style 
articles. 

Use of Additional Prompt. Half of the participants used “Addi-
tional Prompts.” Six participants (P1, P3-6, P9) provided additional 
guides, totaling 11 instances. There are two types of inputs: (1) 
requests specifying the scope of the question (7 instances) and (2) 
requests specifying the tone of the question (4 instances). Prompts 
that specify the scope of the question include “Please give me a 
question that relates to the application of this paper (P3).” and “Focus 
on preliminary experiments that the authors did to fnd the optimal 
attention design (P6).” Examples of prompts that specify the tone of 
the question were “Please answer within three sentences (P3).” and 
“Create a question that an elementary school student would ask (P5).” 

Answer Generation. On average, each participant edited 3.46 
QA pairs (SD = 3.15) among the QA pairs in their QA-style articles. 
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Button clicks Recommended Questions Added Accepted 

General question M=4.69 (SD=3.09) M=23.50 (SD=15.50) M=6.31 (SD=2.78) M=3.00 (SD=2.94) 
Personalized question M=2.15 (SD=2.44) M=10.80 (SD=12.20) M=1.46 (SD=2.22) M=0.38 (SD=0.87) 

Follow-up question M=4.69 (SD=4.85) M=14.10 (SD=14.56) M=2.84 (SD=3.41) M=0.85 (SD=1.07) 
User-written question - - M=6.54 (SD=5.92) M=2.61 (SD=2.28) 

Table 3: “Button clicks” refer to the number of times users clicked on question recommendation buttons. “Recommended” 
refers to the number of questions shown to users as the result of clicking on a question recommendation button. “Added” refers 
to the number of questions users chose and added to the QA Editing Space. “Accepted” refers to the number of questions users 
fnally accepted to their QA-style article. 

Figure 7: Results of participants’ self-evaluations of the QA-
style articles they created through AQUA. 

They revised the recommended answers from about half of the QA 
pairs listed in the QA-style article (M = 51.27%, SD = 35.98%). While 
P2 revised all the QAs (3 out of 3) and P12 revised 87.5% (7 out of 8) 
of the QAs in their articles, P1 and P10 did not revise any QAs. 

We analyzed how participants modifed recommended answers 
and deduced revision patterns in context. (See Table 4). The predom-
inant pattern was correcting errors in LLM-recommended answers. 
The second most frequent pattern was rewriting answers to en-
hance clarity and readability, although the recommended answers 
were not incorrect. Participants added details or clarifed ambiguous 
parts to make their answers as clear as possible. Moreover, partici-
pants changed terms or phrases to refect their intended tone and 
mood beyond focusing on the answer’s content. Lastly, participants 
wrote the entire answer to questions about authors’ opinions or 
future applications, which were out of the scope of the research 
paper. They had to do so partly because AQUA was designed to 
generate recommended answers based on the research paper, and 
therefore, it provided abstract answers or even no answers to such 
questions. 

6.2 How do authors interact with LLM-powered 
features when creating QA-style articles? 

6.2.1 Use Paterns of AQUA for Qestion Generation. 

Waiting for Gotcha Moments for Beter Questions. We ob-
served that our participants repeatedly clicked on the question 
recommendation buttons. Participants (P3, P4, P5, P6, P7, P9, P11, 

and P12) expected the LLMs would keep drawing relevant ques-
tions at random and requested recommendations repeatedly until 
they received valuable questions. They did so either to select a 
recommended question when they found the best one or to write a 
question on their own inspired by recommended questions. These 
participants were impressed when LLMs generated insightful or 
critical questions. ‘I was shocked when LLMs recommended a ques-
tion about the computational cost. My research involves a technique of 
attaching multiple modules, which typically implies longer learning 
times. So, it(recommend question) is a common question I face while 
presenting my research. While I’m not sure if the LLMs deduced this, 
I was impressed that it brought this up as a follow-up question. (P11)” 

Furthermore, participants received recommendations to write 
more engaging and readable questions by themselves looking for 
expressions. “Originally, I clicked on ‘General Question’ multiple 
times to receive recommendations for diferent types of questions. The 
one I got was about the same motivation as the one I had already 
added, but with much better language. So, I incorporated that phrasing 
and kept clicking for more recommendations until better expressions 
emerged, too. (P7)” Other participants were just looking for ideas. 
“To be honest, I rarely used the recommended questions directly, but 
they [generated questions] gave me ideas for other questions. (P4)”. 
P11 also said, “I always clicked on the follow-up question button after 
submitting a QA pair. Though I didn’t implement them, I used them 
to inspire other related questions. (P11)” 

Developing a Narrative through Asking Follow-up Ques-
tions. Since AQUA automatically recommends answers, some par-
ticipants realized they could exchange questions and answers as if 
they were having a conversation with AQUA. Some participants 
(P1, P4, and P10) were deeply engaged in making QA pairs as if 
they had a conversation with the system. For example, P1 came up 
with follow-up questions based on the LLM’s responses, naturally 
engaging in a question-and-answer exchange with the LLMs. 

Question by P1: Explain the key methods of 
this paper in 50 words! 
Generated answer: In this paper, the authors 
used machine learning models and data 
augmentation to predict well-validated fMRI 
markers of human cognition from multivariate 
patterns of fNIRS. (. . . ) 
Question by P1: I see - what are the fNIRS 
and fMRI then? What are the similarities and 
differences? 
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Category Recommended Answer from LLMs Edited Answer 
Error TAST-BN is a variant of TAST that fne-tunes the nearest 

neighbor (BN) layers instead of projection heads. (. . . ) 
TAST-BN is a variant of TAST that fne-tunes the batch 
normalization (BN) layers instead of adaptation modules. 
(. . . ) 

Detail (. . . ) Additionally, all three models produced similar IS and 
FID scores, indicating that the framework can successfully 
unlearn the target feature while maintaining high-quality 
image generation. 

(. . . ) Additionally, all three models (Original model, un-
learned model, baseline model) produced similar IS and 
FID scores, indicating that the framework can successfully 
unlearn the target feature while maintaining high-quality 
image generation. 

Clarity (. . . ) because the classical approach often yields unstable 
results. 

(. . . ) because the classical approach often fails to convert 
images into the base distribution. 

Tone The authors developed a new framework (. . . ) We develop a new framework (. . . ) 
Beyond Paper The paper does not provide specifc information on possi-

ble extensions of the complexity-gap score’s (. . . ) 
The feature-complexity-gap score seems to be a very ef-
fective score, and can be applied in the real- scenario. world 
(. . . ) 

Table 4: Examples of Participants’ LLM-Generated Answers Revising Patterns. 

P1 continued to add questions as if asking questions directly to 
the system, probing into the parts of the paper where the generated 
answers were lacking until the QA pairs covered the entire paper 
comprehensively. “First, I asked for an explanation of the method. 
But it didn’t say which model was used, so I asked again. This time, it 
didn’t mention that we augmented the model through brain imaging, 
so I inquired about that. The reply didn’t mention the task of taking 
brain images, so I then asked about that. (P1)” After the conversation, 
they developed their own narratives by revising a conversation-like 
list of QA pairs. 

Creating and Refning Questions by Themselves. A few par-
ticipants (P2, P8) made the QA pairs by themselves without using 
question recommendation features. For example, P2 had already 
decided what questions the article should consist of in order to 
present the paper and barely used the system’s question recom-
mendation feature. “The promotional article for the research paper 
I saw on Twitter was usually divided into eight or nine slices, but I 
thought there were too many. I organized the questions like this be-
cause, from the perspective of other researchers, I thought they would 
be most curious about ‘why we need this’, ‘how this works,’ or ‘what 
the results are.’ (P2)” P8 only used the recommended questions that 
matched his initial narratives. He mentioned that he would have 
used the question suggestion feature more if it had ofered him 
more unexpected and creative questions. 

6.2.2 Usage Paterns of AQUA for Editing Generated Answers. 

Building Trust. Most participants (11/12) emphasized the im-
portance of providing accurate answers in research promotional 
content. They were aware that answers recommended by LLMs 
may contain incorrect information due to a widely known phe-
nomenon of LLMs’ hallucinations–producing factually wrong or 
misleading information not supported by authors’ paper [75], so 
they considered verifying generated answers of vital importance 
before publishing them to audiences. Some of them even added 
several questions completely irrelevant from the research context 
just to test how trustful LLM-generated answers were. 

Question by P4: Which menu do the authors 
recommend for the lunch? 

Answer: The paper does not provide 
information on a specific menu for lunch. 

Through this process, participants built trust in the answers 
recommended by AQUA. They tend to accept the recommended an-
swers when their trust in the system’s recommendation capabilities 
is reinforced through these verifcation processes. However, the 
system quickly lost their trust once any answer contained incorrect 
quantitative data or key terms presented in the paper. 

Barely Reviewing Answers. Although AQUA allows and en-
courages participants to edit answers, many participants (7/12) did 
not edit the answers at all or edited them minimally. Some partici-
pants might not thoroughly review and edit the generated questions 
potentially because of their strategy of creating QA-style articles 
such that they added a number of QA pairs frst without carefully 
reviewing answers and then selected QA pairs out of the long list 
based sorely on questions. We suspect that these participants felt 
too overwhelmed to review individual answers after creating a 
number of QA pairs. P3 said, “After creating all the QA pairs, I found 
the number of answers overwhelming to revise in detail, so I ended up 
submitting most of them in their original form.” 

Since revising answers takes signifcant efort, participants 
tended to avoid revising generated answers if they were factually 
correct. For example, P1 did not revise the recommended answers 
if they were not incorrect, although she was not satisfed with their 
personality and nuance because it would take a long time to revise 
them. Some participants (2/12) improved questions to let AQUA 
generate modifed answers for them rather than revising answers 
by themselves. P10 mentioned, “If I didn’t like an answer, instead of 
revising it, I asked the question again until satisfed.” 

6.3 How do authors perceive LLM-powered 
features when creating QA-style articles? 

6.3.1 Reducing Burden on Authors. Participants (9/12) reported 
that LLM-powered features alleviated the challenge of the cold 
start. These features served as guidelines for those who were unsure 
about how to start writing QA pairs. Most participants (11/12) began 
by clicking on the “General Question” button to receive a list of 
recommended questions, and they started creating their QA pairs by 
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selecting questions from the list. Moreover, most participants (10/12) 
appreciated the answer generation feature for drafting answers 
automatically for them, although they perceived the generated 
answers as imperfect. “Although the answers were not correct, it gave 
me an outline of how I should write the answers, which was quite 
useful for me. (P12)” “Without Answer Suggestion, I would have had 
to check my paper to give a correct answer, but as this gave me the 
sources, it was much easier to write an answer. (P10)” 

6.3.2 Helping Authors Take Readers’ Perspectives. Overall, partici-
pants shared that AQUA helped them create a QA-style article from 
the perspective of readers. For those who are already familiar with 
the paper’s content, it is easy to overlook the viewpoints of frst-
time readers who may not have prior knowledge sufciently. After 
looking through questions recommended by AQUA, participants 
(6/12) realized that explaining about the fundamentals of their stud-
ies, such as study design, is essential for delivering the gist of the 
paper. For example, P6 mentioned, “When I started brainstorming 
QAs for my paper, I focused on delivering the fndings and implica-
tions of my study. But soon after I had question recommendations, 
I realized I also needed to clarify how my experiment was designed 
and carried out. The task I did was recently introduced in the feld 
like three years ago, so people would be curious about why I chose the 
task instead of classical ones. I was impressed AQUA picked this up.” 
Moreover, participants (3/12) were also surprised that the recom-
mended follow-up questions matched the ones they were asked by 
fellow researchers. “It’s surprising that the system recommended the 
same question I was asked at a conference presentation. This research 
is still in progress, so the audience at the conference was curious about 
future work, and the LLMs asked about it as well. (P5)” 

6.3.3 Generating Qestions Misaligned with Authors’ Intentions. 
Participants were hesitant to add follow-up and personalized ques-
tions to their fnal QA-style articles for several reasons. In the case 
of follow-up questions, participants (6/12) thought that the ques-
tions were plausible questions following after the initial QA, but 
they were often too specifc to put on the promotional page. P9 
mentioned, “The questions are really interesting and seem like the 
kind that could come up in a real-world conference. However, I be-
lieve that promotional content should only contain the key points of a 
paper, and these questions seem too minor to include in promotional 
content.” This specifc nature of the follow-up questions misled 
participants, made them think the questions are irrelevant and not 
fulflling their intention of creating a logical narrative. For instance, 
P5 mentioned, “The recommended follow-up question difered from 
what I had expected. For example, I thought a follow-up question 
about the method would start with a ‘why,’ asking about the rationale 
of using a qualitative method. Instead, the system suggested questions 
somewhat irrelevant to the initial question, such as asking about the 
participants’ demographics.” In the case of personalized questions, 
participants found it vague and tangential to the research paper. 
(e.g., asking about the motivation of pursuing a research career in 
X domain). Since personalized questions were generated based on 
their previous research, most of our participants who had limited 
research experience received vague questions and felt they did not 
receive meaningful questions. They mentioned they wish they were 
asked about their future research plans or goals in relation to the 
promoting research paper rather than their past work. 

6.3.4 Useful in the Research Process Beyond Research Promotion. 
Participants (3/12) suggested that AQUA can further support var-
ious aspects of academic communications, such as improving 
manuscripts and practicing conference presentations. They rec-
ognized the potential of using the system to aid in refning the 
content of their papers in the pre-publication phase. For example, 
P3 felt that receiving questions from the system was similar to 
undergoing an open review process, therefore, using the system 
provides an opportunity for reviewing a written manuscript from a 
second eye and receiving feedback for improvement. P9 also high-
lighted that reviewing the LLM-recommended answers ofered a 
chance to contemplate comprehensible ways to communicate their 
research with readers. Furthermore, participants mentioned that 
this system could be used to prepare conference presentations. P7 
said, “As I still have little experience at academic conferences, I am 
worried about what questions I would get and how I would answer 
when I give a presentation at a conference. The system’s question 
recommendation feature is like experiencing a Q&A session at a con-
ference in advance. It allows me to practice responding to anticipated 
questions.” 

7 DISCUSSION 
The present study sought to understand authors’ use and perception 
of LLMs in writing for research promotion. To this end, employing 
AQUA as a research probe, we analyzed how authors interacted 
with LLM-powered recommendation features during the process of 
creating QA-style articles. We found that authors actively used the 
features and perceived them as helpful for initiating writing and 
gaining insights into readers’ perspectives. These fndings align 
with the positive roles of LLMs in the co-writing process reported 
in previous research [e.g., 23, 39, 77]. 

The analysis of authors’ behavioral engagement with AQUA 
shows that authors perhaps overly rely on LLMs during the co-
creating process. Authors expected LLMs to recommend the right 
questions to build a unique and insightful narrative. Most of them 
repeatedly requested sets of question recommendations instead of 
writing questions by themselves, even after learning that LLMs 
had limited reasoning capabilities sufcient enough to understand 
research papers and authors’ preferred narratives. Additionally, 
authors minimally edited LLM-generated answers. While reduc-
ing their workload, this inadvertently left authors passive in the 
creation process. Contradicting our formative study fndings that 
authors desire to embed their personal viewpoints and experiences 
when promoting their research, the QA-style articles created by 
our participants often fell short in revealing the authors’ distinctive 
voices and deep insights. 

We discuss how to design human-LLM interactions to foster 
authors’ active participation in co-writing with LLMs and extend 
the use of LLMs in real-world research communication beyond 
creating research promotion content. 
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7.1 Beyond Simple Recommendations: 
Promoting Interactive Exchanges with Large 
Language Models 

Our fndings indicate that authors seek writing support from LLMs 
closely aligned with their intended narrative and writing style in-
stead of merely suggesting a number of recommendations. In our 
context, individual authors had varied demands on LLMs when 
writing QA-style articles. Therefore, it is crucial that authors consis-
tently convey their intentions to LLMs to have more appropriately 
tailored questions [41]. One notable approach is to allow authors 
to modify the LLMs’ prompts directly. However, our fndings re-
vealed that asking authors to customize their own prompts can add 
an extra burden and interfere with their original work. An intu-
itive interface may be a valuable consideration to ease the authors’ 
burden [72], as prior research suggested that the efectiveness of 
the interface in delivering users’ intentions was key to successful 
co-drawing activities with LLMs. [16]. 

Furthermore, our fndings suggest that interactions with LLMs 
extend beyond simple question recommendations. In this study, 
participants interacted with AQUA as if they were conversing with 
it to collaboratively create a QA-style article narrative, even though 
AQUA was not designed as a conversational agent. Notably, they 
found it benefcial to generate follow-up questions in a multi-turn 
dialogue with AQUA, allowing them to delve into the audience’s 
perspective. Previous research supports this by showing that con-
versations with LLMs stimulate users’ participation and interest, 
leading to creating more content [46]. Given that LLMs may not 
fully capture the author’s diverse intentions in recommending ques-
tions, future systems could beneft from incorporating mechanisms 
that enable authors to generate questions through interactive dia-
logues with LLMs tailored to their needs. 

The capability of LLMs to simulate specifc personas can provide 
a novel approach for authors to craft QA-style articles [49], taking 
into account a variety of perspectives and needs, including those 
of their target audiences in research communication context [4]. 
Authors can get diverse questions by prompting LLMs to role-play 
as various stakeholders, such as the general public, a researcher 
from a diferent feld, or a subject matter expert. Moreover, as our 
participants recognized LLM’s answer recommendation feature as 
an alternative to themselves, LLMs can be used to simulate the 
authors themselves. By simulating a scenario where the authors are 
having conversations with their ‘alternate self’ who introduces the 
paper, they can think and ask questions about their papers from a 
third-party perspective. These simulation-based interactions can be 
signifcant in creating QA-style articles that originate from the con-
versation and can be even more emphasized in our context, where 
authors need to understand the perspectives of diverse readers and 
share their thoughts about the research. 

7.2 Enhancing Author Engagement: Strategies 
for Ensuring Content Accuracy and 
Promoting Active Participation in LLM 
Interaction 

Our fndings indicate that although AQUA’s answer recommenda-
tion features signifcantly reduce the efort authors need to put into 

writing answers from scratch, they still require authors to verify 
whether LLM-generated answers contain accurate information and 
align them with the intended tone and mood. Despite recogniz-
ing this need for revision, participants tended to trust the LLMs’ 
ability to generate appropriate responses, often neglecting thor-
ough reviews. Given the critical importance of conveying accurate 
information in promotional articles of research papers, it is essen-
tial to engage authors in meticulous review processes for content 
co-creation with LLMs. 

Previous research indicated that user engagement in human-AI 
interaction can vary depending on the user’s degree of trust and 
reliance on AI [31, 70, 76]. For instance, in tasks in video annota-
tion, zealous AI, which is not confdent in its response, has been 
observed to enhance human-AI team performance by increasing 
user involvement compared to restrained AI [70]. This is consistent 
with our fnding that authors barely revised their answers when 
they built trust in the LLMs’ recommendations. It indicates the 
intricate trade-of between an author’s trust in the LLMs and their 
active participation, suggesting that efective co-creation results 
from carefully balancing them. Consequently, future research could 
investigate ways to improve user participation in interactions with 
LLMs by managing an appropriate reliance on LLMs that encour-
ages user engagement. 

Considering the substantial task of thoroughly reviewing all re-
sponses generated by the LLMs, we propose that the review process 
be streamlined by adjusting the level of trust depending on the type 
of response. Our study indicated that authors require only mini-
mal or no revisions to LLM-recommended answers, which directly 
point to the content explicitly stated in their papers. On the other 
hand, answers related to subjective content, such as future work 
or the authors’ subjective opinion not explicitly addressed in the 
papers, required their signifcant involvement. Therefore, LLMs can 
inform the author of a high confdence level for the former case, 
facilitating a streamlined review process. For the latter case, LLMs 
should signal a lower confdence level, prompting a more thorough 
review by the author. This approach aims to balance the efciency 
of automated response generation with the necessity for accuracy 
and authors’ voices in more subjective responses. 

7.3 From LLM Interactions to Real-World 
Applications: Leveraging Large Language 
Models to Foster Academic Communication 
Skills 

LLM-powered systems, such as AQUA, can efectively support re-
searchers in enhancing their research communication skills. We 
found that our participants with limited experience in research pre-
sentations often feel apprehensive about Q&A sessions in academic 
conferences and recognize the need for practice. Through interac-
tion with AQUA, these individuals had the opportunity to consider 
how to present their research in their own words and to prepare 
for potential questions from readers. Moreover, AQUA assists re-
searchers in exploring diferent narratives, helping them extract 
and articulate their work’s core ideas (e.g., through QA pairs) for 
promotional content. There have been ongoing eforts to utilize 
AI, including LLMs, for training required skills and facilitating aca-
demic communication, not only in written communication [39], 
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such as writing promotional content but also in oral communication, 
such as giving presentations [21]. Future research could explore the 
use of LLMs in simulating diferent types of audiences. This would 
enable researchers to adopt varied perspectives and refne their 
strategies for promoting research. Additionally, such studies could 
examine how these simulated interactions enhance researchers’ 
skills in engaging with diverse audiences, handling challenging 
questions, and presenting complex ideas with clarity during live 
presentations. As LLMs diversify their roles in supporting varied 
research tasks, we further envision expanding their capabilities in 
advancing research promotion and academic communication. 

8 LIMITATIONS 
While our fndings provide insights into the interaction between 
authors and LLMs in generating QA-style research articles, this 
study has notable limitations. Firstly, our sample size was limited, 
and to generalize our fndings more robustly, we intend to con-
duct experiments with a larger and more diverse participant pool 
in subsequent studies. Also, since we focused on early-stage re-
searchers, further research is needed on the practices of senior 
researchers. Additionally, the preferences for promotional articles 
might vary based on the research feld, and our study primarily tar-
geted researchers in the AI/ML/HCI domains, potentially omitting 
perspectives from other disciplines. Lastly, our research focused 
on generating QA-style articles tailored to authors’ desires. Future 
research should consider quantitatively evaluating the efcacy of 
these articles in aiding actual readers. 

9 CONCLUSION 
In this study, we propose AQUA, a research probe that enables 
researchers to co-create QA-style articles with LLMs to promote 
research papers. Using AQUA as a probe, we examined how users 
interact and perceive LLMs in co-creating QA-style articles with 
LLMs. Our fndings revealed that the LLMs’ recommendations re-
duced the burden on authors and enhanced understanding of the 
readers’ perspective. However, our participants tended to rely on 
LLMs in the co-creation process, expecting them to generate useful 
questions and answers, leading to minimal edits and a passive role 
in content creation. Consequently, while QA-style articles created 
by our participants are easily comprehensible, they often fall short 
of showcasing the authors’ distinctive voices and deep insights. 
From these insights, we propose future directions for interactions 
that support authors creating QA-style articles to promote their 
papers. The desirable direction for the interaction between humans 
and LLMs positions authors more engaging in the co-creation pro-
cess, encouraging them to actively shape questions and critically 
monitor LLMs’ recommendations. 
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APPENDICES 

A QUESTION GENERATION PROMPTS 

Fundamental Prompt 

I’m the podcast host and preparing an interview with 
the author to introduce the following paper. 

(...detail prompt from each question creation...) 

IMPORTANT: Please make the Question concise and short. 
Put questions in an array format without numbering. 
Paper title: { paper title } 
Abstract: { abstract } 
Instruction: { additional prompt from author } 

Table 5: Fundamental Prompt for Question Recommenda-
tion. 

General Question Prompt 

I need to create key 5 questions to introduce the 
paper. The questions range from high-level questions 
like motivation, background, and future work or 
direction to low-level, detailed questions like 
experimental details and results. 
Table 6: Prompt for General Question Recommendation. 

Follow-up Question Prompt 

I want to develop the following question and answer. 
Question: { question } 
Answer: { answer } 
Please create a 3 follow-up questions. 
Table 7: Prompt for Follow-up Question Recommendation. 

Personalized Question Prompt 

I need to create 5 questions to present the paper 
that elicit the author’s perspective and view on the 
paper. Please Generate questions related to the paper 
in light of the author’s publication list, topic, and 
agenda. 
Author Information: { author information } 
Publication List: { publication list } 

Table 8: Prompt for Personalized Question Recommendation. 

Pre-prompt 

The following list is a single researcher’s 
publication list. Please introduce the researcher’s 
research agenda and domain. Rather than focusing 
on individual papers, address the overall trend and 
themes of the papers. Keep it brief and factual. Keep 
it concise with bullet style. The length should be 
within 2 paragraphs The publication list is sorted 
by newest to oldest. 
Publication List: { publication list } 

Table 9: Pre-prompt for Author Information. 
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B EXAMPLES OF QA-STYLE ARTICLES 

Questions Answers Taxonomy 
Generated 
by 

Summarize this paper in 50 
words! 

The paper suggests that functional near-infrared spectroscopy (fNIRS) 
might ofer a surrogate marker of fMRI activation, which would broaden 
our understanding of various populations, including infants. 

Others Author 

Explain the key methods of this 
paper in 50 words! 

In this paper, the authors used machine learning models and data augmen-
tation to predict well-validated fMRI markers of human cognition from 
multivariate patterns of fNIRS. They applied a neural data augmentation 
technique and four ML models to the fNIRS activation patterns to test 
their predictive capabilities. 

Method Author 

Explain more about those 4 ML 
models that were used in this 
paper? 

The four machine learning (ML) models used in this paper are linear re-
gression, Lasso regression, ridge regression, and support vector regression 
(SVR) with radial basis function kernel. 

System Author 

Which brain areas did the re-
searchers focus for this study 
and why? 

The researchers focused on the prefrontal cortex for this study because it 
is a non-invasive optical neuroimaging technique that measures hemo-
dynamic responses in the brain using near-infrared light. This area is 
particularly important for human cognition and is often used in fMRI-
based markers of individual diferences. 

Aim Author 

Explain the tasks that they used 
to investigate prefrontal cortex 
activation. 

The tasks used to investigate prefrontal cortex activation in the study 
were the stop signal task and the probabilistic reversal learning task. Method Author 

Using the 4 ML models and neu-
ral data augmentation, what did 
the researchers fnd? 

Using traditional machine learning models, researchers were able to pre-
dict the true fMRI beta values by training their models on synthetic fNIRS 
beta datasets and ftting each estimated model to the true fNIRS beta 
values. The Lasso regression model with the HbR signals performed the 
best, predicting three out of eight clusters located in distinct regions of 
the brain. 

Result Author 

What are these stop signal task 
and probabilistic reversal learn-
ing task? 

The stop signal task and the probabilistic reversal learning task are two 
cognitive tasks used in the study to examine both low- and high-level 
cognitive abilities and their neural mechanisms. 

Method Author 

Where do you see your research 
heading next? Are there other 
proposals to improve the predic-
tive capacity or widen its utility 
for further studies? 

The research is currently headed towards investigating whether fNIRS 
can predict functional connectivity examined through fMRI measurement 
with fNIRS. Additionally, investigating confounding variables such as 
environmental diference or emotional states might have afected the 
neural activation, which requires further investigation. 

Application General 
Question 

Table 10: Example QA-style Article Created by P1. 
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Questions Answers Taxonomy 
Generated 
by 

What led you to tackle the prob-
lem of feature unlearning from 
a pretrained image generative 
model? 

We develop a new framework to address the issue of feature unlearn-
ing in pre-trained image generative models in the image domain that 
is highly applicable to real-world situations. We propose using implicit 
user feedback to identify and remove target features from the model’s 
latent representation, allowing for fne-tuning to exclude the production 
of samples with those features. 

Opinion 
General 
Question 

Can you explain how your im-
plicit feedback mechanism iden-
tifes which features to unlearn 
from the generated model? 

The implicit feedback mechanism identifes which features to unlearn 
from the generated model by allowing users to select images that contain 
the target feature. Based on the feedback, a dataset with positive and 
negative examples is constructed. Once we obtain the latent vectors of 
the dataset, we use a vector arithmetic method to fnd the latent vector 
representing the target feature. We compute the mean vectors from a 
collection of positive images and negative images and subtract the mean 
vectors of the negative images from that of the positive images to get the 
target feature vector. With this target feature vector, we can identify the 
feature that user wants to erase. 

System 
General 
Question 

Given your experiments on 
MNIST and CelebA datasets, 
can you discuss how successful 
the model was in removing tar-
get features while maintaining 
fdelity? 

The results show that the unlearned model produces similar target fea-
ture ratios to the baseline for all features, indicating that the framework 
successfully unlearns the target feature. Additionally, all three models 
(Original model, unlearned model, baseline model) produced similar IS 
and FID scores, indicating that the framework can successfully unlearn 
the target feature while maintaining high-quality image generation. 

Result 
General 
Question 

Given the results of your re-
search, which additional ap-
plications do you see these 
methods contributing towards? 
What’s the future work or direc-
tion in this domain from your 
perspective? 

The unlearning algorithm for generative models has the potential to 
address concerns related to sensitive or private content, and there is scope 
for further research to enhance its efectiveness in other contexts like data 
privacy and fairness. Developing reliable unlearning algorithms can help 
maximize the benefts of generative models while minimizing risks. 

Application 
General 
Question 

Your framework was tested on 
MNIST and CelebA datasets, 
what were these experimental 
fndings or observations? 

The experimental fndings or observations of the framework tested on 
MNIST and CelebA datasets include the results of the Image Similarity (IS) 
and FID scores for evaluating the quality of generated images, respectively. 
The results demonstrate that all three models produced similar IS and FID 
scores, indicating that the framework can successfully unlearn the target 
feature while maintaining high-quality image generation. 

Result 
General 
Question 

Table 11: Example QA-style Article Created by P7. 
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